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ABSTRACT
We propose PRAM, a priority-aware flow migrating

scheme to address the problem of which flows to migrate
during dynamic scale in or out of network functions in
NFV networks. We introduce the concept of Priority-
Weighted Migration Time (PWMT), and use a greedy
algorithm to minimize the PWMT, in order to exert the
minimum impact on latency-sensitive flows. Simulation
results show that PRAM can reduce the PWMT by
5.61× to 18.48× compared with the random strategy.
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1. INTRODUCTION
The combination of Network Functions Virtualization

(NFV) and Software-Defined Networking (SDN) offers
the potential to enhance service flexibility and reduce
overall costs. With the ability to dynamically redis-
tribute packets among multiple instances of a Virtu-
alized Network Function (VNF), NFV + SDN enables
SDN controllers to migrate some flows on a certain VNF
instance away when scale-in or scale-out is needed.
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Some recent research efforts have been devoted to de-
signing mechanisms for safe and efficient flow state mi-
gration among VNF instances [1, 2, 4]. However, decid-
ing which flows to migrate is also a significant problem
in VNF scaling. For example, the additional latency
caused by migration (tens of milliseconds in TFM [4])
may be unacceptable for some flows that demand ultra-
low latency within NFV networks (e.g. algorithmic
stock trading flows), while acceptable for flows with-
out such strict latency demand (e.g. P2P downloading
flows). Thus, under the same circumstances, migrat-
ing the P2P flows rather than stock trading flows could
ensure that fewer SLAs for tenants are breached.

To address the above problem, in this poster, we pro-
pose PRAM, a PRiority-Aware flow Migration scheme,
which targets on both selecting enough flows to migrate
to alleviate the VNF load, and exerting little impact on
latency sensitive flows. To quantify the factor of flow la-
tency sensitivity, we enable network operators to set pri-
orities for flows. Higher priority indicates a higher flow
latency sensitivity. The specific values of priorities can
be also automatically set based on a network manage-
ment algorithm concerning the SLAs with tenants, the
classification of flows, and administrator’s traffic strat-
egy. We introduce the concept of Priority-Weighted Mi-
gration Time (PWMT) that considers both flow latency
sensitivity and flow size in our design. To fulfill the tar-
get of PRAM, we design a greedy algorithm to minimize
the PWMT of the flows to migrate. Our evaluation
demonstrates that PRAM can reduce the PWMT by
5.61× to 18.48× compared with the random strategy.

2. DESIGN
As mentioned above, we assign high priorities for

flows with high latency sensitivity and introduce PWMT
for each flow, which is the product of migration time
and flow priority. We intend to select enough flows to
alleviate the VNF load, and migrate flows with lower la-
tency sensitivity, i.e. priority, during migration. Thus,
we minimize the sum of PWMT, which measures the
impact of migration on these flows, as our objective.
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Suppose there are N flows in total, we assign flow i
with priority pi, size si, and migration time ti. Based on
the current load of the VNF and operator policies, sup-
pose the total flow size to migrate is Smig. We denote
xi as an indicator of whether flow i is migrated. xi = 1
means flow i will be migrated, while xi = 0 means flow
i will not be migrated. We express the optimization as:

min
∑

PWMT =
∑

xipiti s.t.
∑

xisi > Smig

According to [1, 4], we derive two major observations:
Observation 1: The migration time for each flow
increases linearly with the number of flows to
migrate in total. Results in [4] show a high linearity
with a correlation coefficient of 0.991.
Observation 2: The migration time for each flow
is irrelevant to the flow size. The flow migration la-
tency is incurred by moving flow states. The migration
time is only related to VNF internal state storage pat-
tern and irrelevant to the flow size.

Based on the observations above, we rewrite the mi-
gration time t1=· · ·=tN=A(Σxi)+B, where Σxi is the
number of flows to migrate, and A and B are two con-
stants only related to the VNF. The modeling is mean-
ingful as A and B are in the same order of magnitude [4].
Thus the objective function could be transformed into:

min (A
∑

xi + B)
∑

xipi s.t.
∑

xisi > Smig

This optimization problem could be described as a
0-1 Integer Programing (0-1 IP) problem, which is NP-
hard. Due to the possibly frequent flow migration, it
is unacceptable to using IP to enable dynamic flow mi-
gration. To minimize the objective function, we tend to
move flows with (1) lower priority, which exerts a lower
impact on highly sensitive flows, and (2) larger size,
which requires fewer flows to migrate and thus reduces
the total migration time for all flows. However, the two
factors could conflict in some cases, e.g. some large
flows could be highly sensitive to the latency. There-
fore, we define the parameter of flow size per priority
(SP2), i.e. si/pi, to express the two factors, and use
Greedy Algorithm to quickly find a satisfying solution.
We split the algorithm into the following three steps:
Step 1: We calculate the SP2 of each flow in the VNF.
Step 2: As our greedy strategy, we pick the flow with
the highest SP2 to satisfy the two factors above.
Step 3: PRAM checks whether enough flows have been
selected to migrate (Size of flows that have been selected
should be larger than Smig). If not, the algorithm goes
back to Step 2. The cycle continues until enough flows
have been selected for migration.

3. EVALUATION
In evaluation, we use the flow size distribution in the

datacenter [3] for simulation. The priorities of flows are
set randomly from 1 to 100 with uniform distribution.
We take the results of migration time in [4] and use
MATLAB to do simulations of 1,000 flows for 20 times.
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Figure 1: Improvements in PWMT for migrating
different ratios of flow

We measure the sum of PWMT to evaluate the perfor-
mance of PRAM. We define the Migration Ratio as the
proportion of Smig divided by the total flow size on a
VNF, and pick the migration ratio from 5%-20%.

Since there are no ready-made solutions to select flows
for migration among VNF instances, we compare PRAM
with the random strategy, which selects flows for migra-
tion in a random manner. Results are shown in Figure 1.
When the migration ratio is 5%, the sum of PWMT of
PRAM is reduced by of 18.48× compared with the ran-
dom strategy. As the migration ratio increases, which
means more flows are selected for migration, the op-
timization effect of PRAM decreases because the sum
of PWMT becomes larger and the difference between
PRAM and random strategy becomes smaller. Even so,
PRAM outperforms the random strategy by of 5.61×
at a migration ratio of 20%. We also compare PRAM
with greedy strategies considering the flow size only and
flow priority only (“Size” bar and “Priority” bar in Fig-
ure 1). PRAM shows a 1.22× reduction compared with
the priority-greedy strategy and a 3.34× reduction com-
pared with the size-greedy strategy in average.

4. CONCLUSION AND FUTURE WORK
In this poster, we have proposed a priority-aware

flow migration scheme, PRAM, which considers the la-
tency sensitivity when selecting flows to migrate for
VNF scaling. We introduce the PWMT to quantify
the latency sensitivity, and design a greedy algorithm
to minimize the sum of PWMT of all flows to migrate
as our optimization objective. According to our eval-
uation, PRAM outperforms the random flow selection
strategy significantly.

As our future work, we will consider more evaluation
metrics and do more precise experiments to evaluate
the effectiveness of PRAM. We will also enhance the
robustness of PRAM and consider more complex states.
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